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embedded M~ unless x e P\P implies P is topologically equivalent to
M~~’ x f~ (or M~~’ x 5’) for some embedded Mr ’ .

Since maximal parallel regions are invariant and hence so are their
closures, we have

1.3. Definition. The set of points {c~(p 1 t):  t e EI~} is called a separatrix if
and only if p is separat ing. S will denote either the set of separating
points or the set of separatrices.

1.4. Lemma. Every parallel region is contained in a maximal parallel
region.

Proof. Let P be a parallel region that is not maximal. Then it is
contained in a region P 1 topologically equivalent to M~~ 

1 x II~ (or
M~~ 

1 x S’). P 1 is a parallel region. Suppose P 1 is not maximal ; then it is
contained in a region P2 topologically equivalent to M

~~’ x IR (or
M~~ 

1 x S’). Repeat the procedure. p p 1 ~~~ P2 ~~~~~~~ Let P~ be a largest
region containing P that can be covered in this fashion. Claim, P~ is
maximal. Clearly, (ii) of 1.1 is satisfied; hence all we must do is show that
P~ is parallel. if P~ is a un ion of regions each topologically equivalent to
M7 1 x S~, then P ,,, is maximal parallel.

We show P.,~ is parallel in case P1 topologically equivalent to
M~~ 

1 x IJ~. Then P2 is topologically equivalent to ~~~~~~~~ x I~. Let
= ~(m, t(m)) for all m e M~~ 

1, where t(m) is the time that
cx(m , t( m)) e Mr’. Let W1 be a connected open neighborhood contained
inside 4~1(M~~ 1). Define a(m), m e  41 (M ~~ 1), by a(m) = — t(4 j ‘( m)).
Define r(m) = 0 on the complement of W1. Using partitions of unity, we
can construct a C’ function s(m) satisfying s(m) = — t( ~~~ (m)) for me W1
and s(m) = 0 for m in the complement of ~ j ‘(Mr 1). Let U1 = 4j
Consider ~,li (m) = ~(m, s( m)), me M~~ 

~~. I/ ,(Mr 1) is a differentiable manifold
that coincides with M~~ 

1 on U1 such that P2 is topologically equivalent to
i/ i (M~ 

1) x R. Relabel i/i(M~~ 
1) by M~~ 

~~. We now have U1 ~ M~~ 
~~

•

Repeat the construction for successive ~~ We get a sequence U1 c~ U2
Let M~~ = (3, U1. It is not difficult to verify that P~ is the smallest

invariant region containing ~~~~ and that M~~’ is an embedded sub-
manifold of W transverse to ~~~. Hence P~ is maximal. 0

The construction of this lemma is vital to the proofs of many of the
following theorems. 
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22 c. s. HARTZMAN

2. The Structure of Component of M~\S

2.1. Lemma. Each component C of M~\S is a parallel region.

2.2. Proposition. If a component C of M~\S contains a closed orbit ;‘,
then every orbit in C is a closed orbit isotopic to ~~.

Proof. Let A be the subset of points of C that lie on closed orbits.
Suppose A ~ C. Let /3 be an orbit through a boundary point of A relative
to C. Let M~~ 

1 be an embedded submanifold of C transverse to the flow
and M~ 

1 
= M~ ‘\A. Let P be the parallel region based on M~ 

~~. The
construct ion of Lemma 1.4 will yield the contradictory fact thai /3 is a
separatrix. 0

A rather lengthy argument also based on the proof of Lemma 1.4 will give
the following proposition.

2.3. Proposition. Let C be a component of M~\S containing no closed
orbits. Then either (i) every submanifold M~ 

1 of C on which C is based is
such that every trajectory through points of M~ 

1 intersects M~ 
1 an infinite

number of times for both t > 0 or t <0, or (ii) there is a submanifold
M~~’ of C, on which C is based, such that every trajectory in C intersects
exactly once.

Components C satisfying (i) above will be called types R, (ii) above type
H, and Proposition 2.2 type Per. We see that this classifies the com-
ponents of M~\S. Note that a manifold M~~’ generating a region of type
H decomposes C\M~ 

1 into two parts C~ and C since C is then topologi-
cally equivalent to M~ 

1 x 1J~.

3. Separatrices and Singular Points

In this section, we will consider isolated singular points of a flow ~~~. If
B~ is an isolating disk neighborhood of p, the flow restricted to B~ will be
reparametrized so as to be a flow on B’s .

3.1. Definition. A component C of B~\S will be said to adhere to a
singular point p if the singular point is contained in C
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3.2. Definition. Let C be a region of type H. If there are submanifolds
M~~ 

1 and M~~’ of C such that C is based on M!~~’ or M~~ 
1 and

p e~~~~, p- ~ C1 ,  p e  C~ , and 
~~~~~ 

where C,~ are the subsets of C
referred to at the end of Section 2, then C will be called type HH.

3.3. Definition. Let C be a region of type H. If for any submanifold
M~~’ on which C is based, p e ?~ and p E ~~~~~~~, then C will be called type
HE.

3.4. Definition. Let C be a region of type H. If for any submanifold
M~~ 

1 not adhering to p on which C is based p e ~~ and p ~ C , then C
will be called type HP _ . Interchanging the roles of + and — gives the
definition of type HP~~.

Summarizing the results of the paper thus far, we have :

3.5. Theorem. If p is an isolated singular point of a flow ~~ , a spherical
neighborhood B~ of p is decomposed by the separatrix set of the repara-
metr ized flow into the separatrix set S and regions of type H, Per, R, HH,
HE, HP _ ,  or HP~ (where H here refers to components of B~ S that do not
adhere to the origin).

4. Separatrix Manifolds

We consider the following topology on S:

4.1. Definition. Let . ~ be the collection of open sets in M~ containing
no singular points, .~4 = {connected components of S n N in M~ : N e . I
and .3 the topology on S generated by .~4 and the set {{p} : p is a
singular point~.

4.2. Definition. Consider invariant subsets of K ~ S satisfying

(I) K is pathwise connected in S relative to .
~~;

(ii) Each point of K is contained in a .TJK open subset of K
homeomorph ic to an open set of l~ for some fixed k;

(iii) K contains no singular point if k > 0;
(iv) No point x of K is contained in the closure relative to .3 of other

sets K’ sat isfying conditions (i) - .- (iii) for the same k;

_________________ —- .-., -. 
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24 c. s. HARTZMAN

(v) K is not properly contained in sets satisfying (i)—(iv).

Subsets K of S satisfying (i)—(v) will be called separatrix manifolds.

4.3. Theorem. A separatrix manifold K is a topological manifold on
which a differentiable structure can be defined under which the flow ~
is of class C’.
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Global Results by Local Averaging for
Nearly Hamiltonian Systems

JAMES M U R D O C K
Department of Mathematics
City College of New York. New York

Consider a space in which the points represent differential equations; a
subset consists of Hamilton ian systems, and a further subset, of integrable
Hamiltonian systems. Integrable systems do not form an open set, either
among Hamiltonian systems or in general, and it is natural to ask what
sort of systems lie near an integrable system. For the Hamiltonian case this
leads into the theories of Poincarè-Birkhoff and Kolmogorov-Arnol’d-
Moser [1, Chapter 4]. We will be concerned with the case of non-Hamiltonian
perturbations of an integrable Hamiltonian system. Details are given in
[2-4].

According to a general theorem of Arnol’d [1], the phase space of an
integrable system is divided up by separatrices into regions admitting
act ion/angle variables r , 0 in which the system takes the form r = 0,
O = Q(r). Each torus r = const is invariant and foliated with minimal
invar iant tori of lower dimension depending on the commensurability
relations satisfied by (

~(r). Our systems take the form

r =~f ( r , O) 
(1)

0 = ø.(r) + ~g(r , 0)

Here r e R~, 0€ R”, andf, g are periodic in the components of 0.
According to the method of averaging, since r varies slowly for small £

an approx imation to (1) may be constructed by holding r fixed and
averagingf over an orbit of the unperturbed system. Defining

1 .~~~

J ’(r , 0) = 

~ T J 0 f(r , 0 + () (r)t)  dt

it is easy to show that J is the average of f  over the minimal invariant
torus of the unperturbed system through the point (r , 0). This is a
discontinuous function of r because the dimension of the minimal torus
through (r , 0) depends on r. A necessary condition for (1) with small & to
have an invariant torus lying near a minimal torus of the unperturbed

25
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54 ANDRZEJ LASOTA

surface. Appropriately placed machinery sets the surface into vertical periodic
vibration. As a result of these vibrations, the mold is tossed up, and then
hits the surface again. As practice shows, a large amount of energy is
absorbed during such an operation. Assuming that the collisions are ideally
nonelastic, we again obtain a one-dimensional process. Let us assume that
the period of vibrations of the working surface is equal to T, and let us
denote by tn the moment in which the nth blow of the mold being cleaned
occurs. Knowing the quantity s,, = t ,J T it is possible to obtain s,,~. ~~

. It turns
out that the function obtained is similar to the function given by formula
(20), and depends on the parameter F, which is Freude’s number

F = A/ T 2g,

where A is the amplitude of vibrations and g the gravity constant. In
contrast to our first example, here condition (7) is not satisfied, even for
large values of F. But assuming that the process is partially stochasticly
perturbed (for instance, because of some pauses in the work of the
machinery), instead of the measure PF corresponding to the deterministic
process, we can use the measure PFA whose density satisfies Eq. (12) for

= tF, h 1. It appears that, calculated with the use of PFA~ the integrals

j ço (x)p~~ (dx) (23)

do not depend in any way that matters on A when A is close to 1. From the
practical point of view, this is the solution of the problem, because by the
use of the integrals of form (23) it is possible to estimate all quantities of
interest to an engineer such as the efficiency of the process, the mean use
of the working surface, etc. It also indicates that Theorems 1 and 2 can
occur by much more general assumptions, and furthermore, the integrals
(23) may have limits with A —

~ 1, even if the limit measure is not absolutely
continuous.

6. Final Remarks

Theorem 1 belongs to the class of theorems in which the existence of an
invariant measure is connected with the feature of “expanding ” described by
assumption (7). In the case of the n-dimensional manifolds for expanding
diffeomorphisms, the existence of a nonbanal invariant measure was proved
by Krzyzewski and Szlenk [3] and Avez [1]. For the mappings of the set
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[0, 1]~ into itself, some generalizations of Rényi were obtained by
Waterman [10].

In Banach spaces the situation is more difficult. It can be shown that
for every infinite-dimensional Banach space there exists a continuous
mapp ing of a closed unit ball into itself for which an invariant measure
(defined on a a-algebra of Borel sets) does not exist. On the other hand, the
ex istence of invariant measures for mappings in Banach spaces seems to be
very important. Because, as Foia~ [2] has shown, a good, mathematically
correct description of turbulent motion given by the Navier—Stokes equa-
tions can be obtained by considering the invariant measures in the space of
initial states of the velocity field.

Finally, let us note that the effect of turbulence can be easily noticed in
the system described by Eqs. (19) and (20). For Freude’s number F < 2
there exists exactly one periodic stable solution. For F>  2 stable solutions
do not exist, and the sequence {Sn} is dense in support of measure PF~
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Bifurcation Theory for Odd Potential Operators*

R. R.
Department of Mechanics and Mechanical Aerospace Engineering
Illinois Institute of Technology, Chicago, Illinois

1. Existence of Eigenva lues and Eigenfunctions

Let A and B be odd mappings from a real infinite-dimensional Banach
space X into its dual X*. Consider the eigenvalue problem for the pair (A , B),
namely, the problem of finding u E X , an eigenfunction satisfying some
normalization conditions, and a real number A, an eigenva lue, such that

A(u) = AB(u) . (1.1)

Let A and B be potential operators with potentials a and b, respectively,
such that

Assumption I. a(u) = 0-o~’u = 0, b (u) = O’o.u = 0, and a(u) >0,
b(u) > 0 for all u ~ 0.

Following Amann [1], we demand that A and B obey the following:

Assumption II. A: X —~ X* is an odd potential operator that is uni-
formly continuous on bounded sets and satisfies condition (S)1. For a given
constant r > 0, the level set Mr(a) {u e X Ia(u) = r} is bounded and each
ray through the origin intersects Mr(a). Moreover, for every u ~ 0, <A (u) , u>
> 0 and there exists a constant Pr > 0 such that <A (u), u> � p, Ofl M,(a).

L Assumption Ill . B: X —~ X~ is a strongly sequentially continuous odd
potential operator, i.e., B maps every weakly convergent sequence into a
strongly convergent sequence, and b(u) * 0 ~ B(u) ~ 0.

We now record the following

* This research was supported by NSF Grant GP-31312.
t Present address: School of Mathematical Sciences , The Flinders University of South

Australia , Bedford Park, Australia.
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58 R . R . HUILGOL

Theorem I (Amann (I]). Let X be an infinite-dimensional uniformly
convex Banach space. Let the operators A and B obey Assumptions (II)
and (III). Then the eigenvalue problem (1.1) has infinitely many distinct
eigenfunctions obeying the normalization condition a (u) = r provided

y{u E M r ( a) I b(u)  ~~ 0) = oo. (1.2)
Moreover, let k be a positive integer and let cfk(r) {C ~ Mr(a) I C sym-
metr ic, compact , gen(C) � k), and define

fJk(r )  = sup inf b(u). (1.3)
— Ce~4~(r)uEC

Then if 1% > 0, there exists an eigenfunc tion uk € M,(a) of (1.1) with

b(u k) = IJk(r) . (1.4)
For a definition of (S)1 and y~• ), see [1].

Remarks. (1) Amann ’s theorem guarantees the existence of infinitely
many eigenvalues and eigenfu nctions for the problem (1.1) under conditions
less severe than those used in [2], which was based on Theor em 1 in [3] .

(2) Since /Jk(r)  > 0 for any r > 0 because of Assum ption I, for all r > 0,
there exists at least one eigenfunction Uk € M,.(a) in the proble m under study
here.

(3) M,(a) is homeomorphic to the unit sphere in X.

As a preliminary to the next section, we lay down the following

Definition. The eigenvalue 2
k of a problem such as (1.1) is given by

i/A k I3k( l) = sup inf b(u) . (1.5)
C€~~ (l) UEC

2. Bifurcation from an Eigenvalue

Let it now be assumed that the operator B is the sum of B1 and a
higher-order term B2, i.e.,

B = B 1 +B 2, (2.1)
with a precise meaning to be given to this “higher-order” term in (2.9). Let
b1 and b2 be the even functionals associated with B1 and B2, respect ively.
Let b = b1 + b2, and b1 both obey Assumptions I and HI. We impose
some additional restrictions on a and b1 next.

— - - —
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UPPER AND LOWER ROUNDS

Let there exist f~’ f2, g 1, g2 such that

f 1 (t ) a (u)  � a (tu)  < f2(t)a(u), 
(2 2)

g 1 ( t) b 1 (u)  < b~(tu) � g2 (t)b 1(u),

where 11, 12’ g1, g2 : [0, ~
) —. [0, ~x.) are homeomorphisms onto such

that

(i) f(0) = g1(0) = 0, 1 = 1, 2;
(ii) lim,._0g1(f~ 

1 (r) ) / g2 (f ~ 1(r)) = 1. (2.3)

In addition, f~ 
and g are extended to the whole real line by assuming

them to be even, i.e.,

f ~(— t) =f,(t), g,(— t) = g1(t), i = 1, 2. (2.4)

Let u e M 1(a). Then flj~ (l) is given by [with A~’~ the corresponding
eigenvalue for the problem a(u) =

f l~”(1) = sup inf b1(u) . (2.5)
Ce ’4~(l) UEC

Let tu = v, — -i~ < r  < ‘x~, and let v E M,(a). Then fj  ‘ (r) < t � fj  1 (r).
Thus

= su p inf b 1 (v) � g2(f 1 1(r)) /4 ~. (2.6)
Ce ’~ (r) i -e C

Similarly, j~
1’(r) � g1(f2 ‘(r))/4 ~. Next ,

sup inf b1(u) + inf b2(u) < sup inf (b 1(u) + b2(u) )
Cel~(r) u€ C u€M,(a) Ce ’.5~(r) ueC

� sup inf b1(u) + sup b2(u), (2.7)
CE~~k ( r ) u EC  u€ M ,(a)

i.e.,

+ inf b2(u) � IJkfr) � g2(f ~ ’(r ) ) 
+ sup b2(u). (2.8)

A k u€ M,(a) Ak ueM,(a)

We shall now make the meaning of “higher order ” precise by demandng
that b2 obey the condition :

- ---- - — - — . —
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60 R . R . HUILGOL

HIGHER ORDER OF b2

Along each ray from the ori gin to u e M ,(a),

lim SU P UE M ( a) 1b 2 (U) l 
— 0 (2 9)

r - 0  g2(f~ 
1(r)) 

—

Using (2.3) and (2.9) in (2.8), we obtain

1• f3~(r) 
— 

111m ,. ~~ 
—

~~~~~~~ 1 ~r 1~ “k

Now, for a given flk (r), by Theorem 1, there exists a Uk € M,(a) such that

Iik (r) = b(u,j. (2.11)
Clearly, as r —‘ 0, Uk -+ 0. Since (2.10) can be rewritten as

~~

. f l~(r)  r 
— 

1
im 1-i - — l i  ~~~~r -O  r g2~, 1 ~r 11 “~k

we have proved

Theorem 2. Let the operators A and B obey Assumptions II and III;
let the potentials a and b obey Assumption I, (2.2)—(2.4), and (2.9). Let
41) be a nonzero eigenvalue of the problem

A(u) = AB1(u). (2.13)

Then 41) is a bifurcation point of the eigenvalue problem

A(u)  = A(B 1 (u) + B2 (u)), (2.14)

provided the limit

g2(f1 1(r)) 
= 1 (2.15)

holds.

The above theorem generalizes the result of Krasnose l’skii [4, p. 332],
who assumed that A = I, the identity operator , and B = L + N, where L is
linear and N nonlinear; our theorem generalizes the case treat ed more
recent ly by Fu~ik et al. [2], who assumed that a and b1 are homogeneous
operators of the same degree. In addition , our proof, while based on that
given in [2], demands that b2 be of “hig her order ” along rays on ly.
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An Existence Theorem for Solutions of Orientor Fields

CZESLAW OLECH
Institute of Mathematics
Polish Academy of Sciences, Warsa w, Poland

Intro duction

By an orientor field we mean a relation

x e F ( t , x), (1)

where F is a map from [0, 1] x R~ into compact subsets of R~. An
absolutely continuous function x from [0, 1] = I into R~ is a solution of
(1) if x(z) e F(t , x( t)) almost everywhere (a.e.) in I.

The aim of this paper is to present the following theorem concerning
ex istence of a solution of (1) satisfy ing initial condition

x(0) a. (2)

Theorem. Assume that :

(i) F is measurable in t for each fixed x;
(ii) F is upper semicontinuous in x for each fixed t;
(iii) For each x and y e F(t , x ) the norm y~ � A(c), where A is integrable

on I;
(iv) If for a fixed (t0, x0), F(t0,  x0) is not convex, then F(t 0,  x)  is

continuous in x with respect to the Hausdorif distance of compact
subsets of R” at the point x = x0.

Under those assumptions for each a e R1 there is a solution of (1) defined
on I and satisf y ing (2).

There are two special cases of the theorem that we would like to
mention. One is when F(t , x ) is assumed to be convex everywhere. In this
case, assumption (iv) is superfluous and the existence of a solution of (1) has
been proved by many authors (cf., for example, Wazewski [7] or Filippov [2]).
On the other hand, if F is upper semicontinuous only but not convex, then
there may not exist a solution of (1). For exampl., F(t , x) = {1} if x > 0,
{— 1) if x <0, and { 1, —1 ) if x = 0 is upper semicontinuous but there does
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64 CZES~AW OLECH

not exist a solution of (I) satisfying the initial condition x(0) = 0. Hermes
[4] has posed the question : Does there exist a solution of (1) if instead of
(iii), (iv) is assumed for each x and t ?  This question has been answered
affirmatively first by Filippov [3] when F is assumed to be continuous in
both variables, and later extended by Kaczyñski and Olech [5]  to the
Caratheodory type of assumptions; that is, (i), (ii), and (iv) for each x and
any t fixed. This is the second special case of our theorem. Also, Antosiewicz
and Cellina [1] obtained the same result as a corollary to a theorem they
proved, concerning ex istence of continuous selection to a set-valued map
induced by F from the space of continuous functions into subsets of L1
space.

The detailed proof of the theorem is to be found in [6]. It follows very
much the proof of the existence theorem given in [5]. Here we restrict
ourselves only to some indication of the difficulties one has to face if the
convex ity assumption is not present, and we show how a sequence of
approx imate solutions is constructed.

1. Approximate Solutions

The existence of solutions of both ordinary differential equations and
orientor fields is usually obtained by constructing a sequence x~(t) of
approximate solutions, which contains a uniformly convergent subsequence,
and then the limit function is proved to be the solution sought. Such a
sequence has the property

d(x~(t), F(t , x~( t)  + ii~~ (t ))) — ‘0 as n —+ x~- , (3)

where d stands for the distance of a point from a set and £~~(t )  —‘0
uniformly on I. If x~(t) —, x0(t) uniformly and j x ,,(r)J � A(t) , then x,, —.

weakly in L1 and (3) implies

x0(i)  e fl cI co U F(t , x) a.e. in 1, (4)

where cI co stands for closed convex hull. If (ii) holds then the right-hand
side of (4) is equal to co F(t , x0 (t));  thus ii F(t , x)  is assumed to be
convex (4) implies that x0(t) is a solution of (I). Thus if convexity of F is
assumed, then any x~ satisfying (3) leads to the existence of a solution of(1).

However, if we do not assume convexity then we need to know more
about convergence of the derivatives of the approximate solutions and
because of (ii) it is enough to know that x~(t ) —. x0(1) a.e. in [0, 1]. This
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would be the case if {~
,,} is precompact in the strong topology of L1. Hence

in this case the construction of approximate solutions has to be finer.

2. Construction of Approximate Solutions

Let {r1} be a decreasing sequence of reals tending to zero, and for each i,
let A~ be a finite subset of the ball B centered at a and of radius
r = J~ 

A(t) dt, such that for each x E B there is a1 e A1 such that
l x — a 11<r 1/2.

Let a, e A1, i = 1, ..., k, be such that a, — a,_ j I  � r., I = 2, ..., k. For
each such sequence we define an integrable function Uaj ak (t)  such that

Ua ak(t) e F(t , ak) a.e. in I, (5 )
and

IU a a1(t) — Ua ,. . . ,  a, ,(t )J  � h(F( t , ak), F(t , ak_ 1))’ (6)

where h stands for the Hausdorif distance between two sets. Existence of
such functions follows from the assumption and an induction argument.

Let {h 1} be a decreasing sequence of reals such that 1/h 1 and h1/h 1 + 1  are
integers and J~~Iti A(t) dt <r ,/4 for each t e I.

The nth approximate solution is obtained from

x~(0) = a and x~(t) = Ua 1~(() ~,~(()(t), (7)

where a.~(t) e A. and is constant on intervals [kh ,, (k + 1 )h,),

Ia t~(t) — a7_ i(t) I � r,

and

Ix ~(kh ,) — a,~(kh 1) I � r ,/ 2, m 0, ... , 1/h, — 1, 1 = 1, . . . ,  n. (8)

By an induction argument one can show that (7) and (8) can be satisfied.
Note that the derivative of x~, n fixed, is chosen from a finite set of
functions. From (6) and (7) we can estimate the difference ~*~~~+~~~(t ) 

— x~(t),
and if F is continuous in x and r are sufficiently small this estimate can
be made small in L1 norm and uniform with respect to p. Thus x,, would
be precompact in L1 topology. From (8) and the definition of h. it follows
that x,, satisfies (3). Thus without any loss of generality we can assume that
x~(t) —, x0(t) uniformly in I. Hence by (4) x0(t) e co F(t , x0(t)). Thus one
only has to show that x0(t) e F(t , x0(t)) a.e. in T, where T = ~~t I F(t , x0(t) ) is

_________________ — -.---w--- ‘
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66 CZES~AW OLECH

not convex}. This is obtained by proving that for each s > 0 {~~ (t )} is
L1-precompact on i, where 7 = ~t I F (t , x) is not convex if Ix — xo(t) I � s}.
To get the latter condition (iv) is essentially used.
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Nonlinear Perturbations at Resonance

R. KANNAN
Department of Mathematics
Michigan State University. East Lansing, Michigan

In this paper we consider nonlinear differential equations of the type
Lu + Au = Nu, where L is a linear self-adjoint differential operator over a
real Hilbert space S with preassigned linear homogeneous boundary condi-
tions, A an eigenvalue of the associated linear problem Lu + Au = 0, and
N a nonlinear operator over S. In [7] Landesman and Lazer considered the
nonlinear problem

Lu + Au + g(u) = h in D, u = 0 on ~D,

where D is a smooth bounded domain in R~ and g a real-valued con-
tinuous function such that the limits lim5.. g(s) = g(x) and lim

3.... - g(s) =
g(—c xD) are finite, and further g (— x)  < g(s) � g(+co) for all s. They ob-
tam ed sufficient conditions for the existence of weak solutions to the above
nonlinear problem. Their work was a generalization of earlier work of
Lazer and Leach [8] in ordinary differential equations involving bounded
perturbations of forced harmonic oscillators at resonance. The results of
Landesman and Lazer have been further extended and improved by
Neéas [10], Williams [l~2], Mawhin [9], and others.

I

Here we present sufficient conditions for the existence of solutions of
the abstract semilinear problem Lu + Au = Nu under suitable hypotheses
on N. These sufficient conditions are then studied in the light of some of
the results of the previously mentioned authors. In the second part of this
paper we extend these ideas to nonlinear problems where the nonlinear~y
is not defined over the entire Hilbert space S. We consider in this section
those differential operators L that together with the boundary conditions
admit of a natural decomposition in the form TT* .

We apply the ideas developed in [3] to split the ~onlinear differential
equation into an equivalent system of two Hammerstein equations and

67
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68 R . KANNAN

study them for the existence of solutions by using some of the recent
results of nonlinear functional analysis. It must be mentioned that this
idea of splitting, motivated by the work of Cesari [1], is the underlying
idea in all of the papers mentioned above.

2

Let L be a linear self-adjoint differential operator with preassigned
homogeneous boundary conditions over a smooth bounded domain in R~and let S be the real Hilbert space L2((�) with norm and inner product
denoted by . 

~
, <, >, respectively. Further, let L be such that the associated

eigenvalue problem Lu + Au = 0 has a countable system of real eigenvalues
{A,}, 0 ~ A 1 ~ A 2 � ~~ A, —‘ + ~~~~~. Also, let the corresponding eigenfunctions
{4.,} form a complete orthonormal system in S. We consider the nonlinear
problem

L u + Am u N iu, (1)
where N 1: S —+ S is a nonlinear operator.

Let S~ {
~

, ... ‘ 4~m} and let P: S -+ S0 be the projection operator.
Also let S = S0 ~ S1. Let H: S1 —+ S1 be the linear operator such that

(a) H(I — P)Lu = (I — P)u , u e
(b) PLu LPu, u e ~~(L), and
(c) LH(I — P)Nu = (I — P)Nu, u eS, and Nu = N 1u — Am u.

Then the nonlinear problem (1) is equivalent to the system of equations
(for details see [1])

u — H (I  — P)Nu = Pu , (2)
PNu — PLu =0. (3)

Let u* be any arbitrary element of S~. If u E S is a solution of the equation
u — H(I — P)Nu = u*, (4)

then clearl y Pu = u~ and hence u is a solution of (2). Thus, if Eq. (2) has
solution u e S for each u* e S~, the system of Eqs. (2) and (3) is

equivalent to the system of equations

u — H(I — P)Nu = u*, (4)

PN [I  — H(I — P)N] l u* — LU* 3 0. (5)

We now state the following theorem.
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NONLINEAR PERTURBATIONS AT RESONANCE 69

Theorem 1. Let N1 : S —+ S be such that

(i) N1 is continuous and bounded, i.e., N1 takes bounded sets into
bounded sets;

(ii) There exists p < Am+ i  — Am such that for all u, v e S

<N 1u — N 1 v, u — v > � — p II u — v 11 2 ;

(iii) There exists R > 0 such that for all u* e S0 satisfying Pu = u*,

<N 1u, u*> � 0,
where u = [I — H(I — P)N] ’u*.

Then the nonlinear problem (1) has at least one solution.

Remark 1. We have made the assumption 0 � A 1. However, the argu-
ments involved in proving Theorem 1 can be easily modified to consider
the case when a finite number of the A,’s are negative (see Cesari [2]).

Remark 2. Hypothesis (iii) of Theorem 1 is implied by the sufficiency
hypotheses of Landesman and Lazer [7], Neèas [10], and others. In [10]
Ne~as considers the nonlinear problem

Lu = N u + h ,

where h e S and

(i) N: S —‘ S is completely continuous,
(ii) IINuII � cx < oo for all u e 5, and
(iii) 0 is an eigenvalue of the associated linear problem.

Ne~as proves the following: Let the limit lim,...~, < N(u + tu*), u* > =
1(u *) exist and be finite, where the limit is uniform with respect to u on
bounded sets of S and with respect to all u” e S0 = A/’(L) with IIu*II = 1.
If u* E K(L) = So and IIu*II = 1 implies

<h, u’s> + l(u*) <0, (6)
then the nonlinear problem Lu = Nu + h has at least one solution.

It can be proved that hypothesis (iii) of Theorem 1 is implied by
hypothesis (6) of Ne~as. Similar remarks can be made about the results of
Landesman and Lazer [7] and Schatzman [11]. It must be pointed out,
however, that hypothesis (ii) does not hold in these papers and thus it
wou ld be interesting to extend Theorem 1 to these cases.
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70 R . KANNAN

3

In this section we point out how by using the natural decomposition of
linear differential operators L in the form TT*, one can extend the ideas
of the earlier section to large nonlinearities that are not defined over all of
S. Operators of the type TT* have been studied by Kato [6] and others.
Simple examples of operators L admitting a decomposition of the type
TT* are

(i) Lu —u ”, u(0) = u(2ir) , u’(O) = u’(2ir),
(ii) Lu i~

2u, u = 3u/3n = 0 on ~~~~. -

The natural decomposition of L in the form TT* induces a decomposition
of — H(I — P) in the form J*J and thus (4) reduces to

u + J*JNu = u”

or

w + J*JN(w + u*) = 0, where w = u — u~.

Using the fact that J~ is one-to-one, the above equation reduces to
v + JN(J*v + u*) = 0. With this modified form of the auxiliary equation we
now have the following theorem.

Theorem 2. Let N: ~ (N) = 2~( T*) —
~ S be a nonlinear operator such

that

(i) There exists p � 0 with p < A m+i  — Am such that

<Nu — Nv, u — v >  � — pjj u — vJ~ for all u, veS ;

(ii) N is continuous from .~1(T*) to S;
(iii) There exists a function y: R~ -+ R~ such that u e ~ (N) with

I U I C, ( N)  � R implies

IINuII � y(R);

(iv) There exists R > 0 such that for all u* e So with IIu*I~ = R,
<Nu, u*> � 0, where u = [I + J *JN]  l u*.

Then the nonlinear problem

Lu + Am U = Nu

has at least one solution .

______________________________________ ~~~~~~~~~~~~ —-~~~~~~~ - —~~~~~~ . -— ,- V -. — ~~~~~~~~~~~ - ___ ~~~~~~ 
-
~~~~~~ — ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~ 

— — -. -



NONLINEAR PERTURBATIONS AT RESONANCE 71

Thus Theorem 2 essentially extends Theorem 1 to the case where N is
not necessarily defined over S.

The proof of Theorem 2 may be seen in Kannan and Locker [5], where
an extensive study is made of the nature of L = TT* and the properties
of its eigenfunctions in relation to those of L1 = T*T , and these properties
are utilized to consider existence of solutions of nonlinear boundary value
problems. Similar ideas are also applied in Dunninger and Locker [4] to the
case where L is the biharmonic operator.
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On Continuous Dependence of Fixed Points
of Condensing Maps

ZVI ARTSTE IN
Lefschetz Center for Dynamical Systems
Division of Applied Mathematics
Brown University, Providence, Rhode Island

We shall present a result on continuity with respect to the parameter of
the fixed points of the operators

TA :X-* X.

Hale [4] gave sufficient conditions for the continuous dependence when the
operators are tx-condensing. We shall show in what sense the conditions are

- necessary conditions and cannot be improved. A more general theory that
applies to other systems will appear in [2] .

We assume X is a Banach space, the parameter A belongs to a metric
space A, and the family T~ (A e A) is collectively tx-condensing. Let us give
the definition of the last statement. The Kuratowski measure tx of non-
compactness associates with a subset B of X the number ct (B) = inf{r : B
can be covered by a finite number of sets with diameter less than r}. An
operator T is tx-condensing if for every B ~ X the inequality x (TB) � tx(B)
implies rz(B) = 0. The family 

~~

‘

2 (A e A) is collectively tx-condensing if for
every B c= X, tx(U,~EA T~B) � tx(B) and equality implies tx(B) = 0. Notice
that implicitly we assume that the range is bounded.

For background , examples, and applications of tx-condensin g and tx-
contract ion operators see Hale [3, 4] . Many differential and integral
equations as well as functional differential equations can be reduced to a
fixed-point equation x = Tx , where T is tx-condensing.

• We do not want to assume existence or uniqueness of solutions.
Therefore , the mapp ing s(A) that associates with each A the set of solutions
of the equation x = x is a multivalued mapping (with the possibility
of empty values ). As a continuity concept we choose the upper semi-
continuity. [A multivalued function s(A) is upper semicontinuous if for each
open set Q of the range spact the set {A : s(A ) c Q} is an open set.] This

* The research was supported in part by the Office of Naval Research under NONR
N000- l4-67-A-0l9 1-000906, and in part by the National Science Foundation under OP 2893 1X2.
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74 ZVI ARTSTEIN

concept is natural not only because we are able to prove upper semi-
continuity, but the important fact is that upper semicontinuity implies
continuity in the case of uniqueness. Also if s (A) is upper semicontinuous
and has compact values, then lim A~ = A and x~ e s( A~) imply the existence
of an element x e s(A) and a subsequence Xm such that Jim Xm = x. In
particular, if s(A) = {x} then lim x,, = x.

The following result was proved by Hale [4, Theorem 1], although in a
slightly different terminology. Hale also shows that the theorem includes
and simplifies many former results.

Theorem 1. s (A) is upper semicontinuous if TA x is continuous in A and
x simultaneously.

The natural question now arises: Is the joint continuity also a necessary
condition ? Can we add the “ only if” to the theorem? The answer is nega-
tive and there is a good reason for this. The only values of TA that are
involved in “creating” s(A) are the fixed points of the operator. Without
any restrictions one could change TA on the complement of s (A) and
maintain the same set of fixed points. Therefore, s( A) might be even constant
without any restrictions on TA x for x ~ s(A). So a global condition on T2 x
cannot be necessary. Still something can be said. Let us add a forcing
term to the equation , i.e., cons ider the equation

x = T ~x +y .

Such a forcing term appears naturally in many integral equations. Let
s(A, y) be the set of solutions of x = TA x + y. We shall see below that
Hale’s conditions are sufficient also for the upper semicontinuity of s(A, y)
in (A, y) . Now, when y “ trave ls ” along X, all the values of TA get involved
in solving the equation, and there is hope of getting necessary conditions.
Indeed, Hale’s conditions are now necessary. In other words, if the (quite
reasonable) requirement is added, namely, continuity also with respect to
the forcing term, then the conditions become necessary.

Theorem 2. ~(4. 
~
) is upper semicontinuous if and only if TA x is

Continuous in A and x simultaneou sly. 
-

We shall give a compressed proof. We write 1 instead of TA .  The
“if” part is a slight modification of [4, Theorem 1]. Let A~ -+ A and

-. y. Let x~ e s( A~, ye) , i.e., x~ = T~x~ + y~.

~~~~~~~~~~ ~~~~~~~~~~~~~~ 
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Then
= tx({1~x~ + y~

}) � tx({7 x~)) + tx ({y~}) �

The first inequality follows from the properties tx(A + B) � cx (A) + cz(B) and
A B implies tx(A) � cx(B). Since {y~} is precompact it follows that

= 0 and now the second inequality follows from the inclusion
{ 1x~} c Um 7~{x~}. Thus

tx ({x~}) � ~(ui~~x )

which together with the condensity assumption implies tx( {x~}) = 0, i.e., {x~}
is a precompact set. The joint continuity of TA x in (A, x) implies that each
limit point of {x~} is a solution of x = TA X + y, and the upper semi-
continuity follows. For the “only if” part assume the contrary that

—
~ A~, x,, —~ x, but 7~ x , — T0 x � £ > 0 for n = 1, 2 Define y,, by

y~ = x~ — T~ x~. Since {x~} is precompact and TA (2 e A) is collectively tx-
condensing, it follows that { 1 x~} and hence {y,,} is precompact. Suppose
that .Yk (k = 1, 2, ...) is a converging subsequence with limit y. Now we have
(A k Yk) —‘ (A0, y) , ~~,, -+ x, and Xk € s(Ak , Yk)’ and therefore the upper semi-
continuity implies x e s(A0 , y), i.e., x = T0 x + y. Thus Tk Xk = Yk — Xk con-
verges to T0 x = y — x, a contradiction. This completes the proof.

An open problem. I do not know whether Theorem 2 still holds when
the parameter set A is a general topological space (and not a metric space).
This generalization is true if tx-contraction is considered instead of tx-
condensing.
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Small Noise Ergodic Dynamical Systems

CHARLES H OLLAND
Department of Mathematics
Purdue University, West Lafayette, Indiana

We outline some recent results in small noise problems in the ergodic
case and indicate some possible implications for small noise ergodic control
problems. Suppose that the state of the dynamical system evolves according
to the stochastic differential equations

d~~(t) 
= f (~~e (t))  dt + (2s) h 2B dw(t), c~ c(O) = X, (1)

where w is brownian motion of appropriate dimension. Let us assume that
for each £ > 0 the process (1) generates a unique ergodic measure p~, i.e.,

urn Prob[~xs(t) € B] =
1-0 ~~

for all borel subsets B of R~ and for any initial condition x. We are
interested in establishing conditions guaranteeing that

f L(x) dj . (x) = L(0) + + o(c”), (2)

for constants bk, where o(e) c~~ —‘0 as e —‘ 0. In [1] the following theorem
was established.

Theorem. Let the following hold:

(1) f ( x )  = Ax + Bg(x), g is C~ on R~, g(0) = 0, g and its partial
derivatives of all orders are bounded.

(ii) (A , B) is controllable and satisfies (CO).
(iii) There exists a matrix Q > 0 and a constant c > 0 such that for all

x e R~, f~’(x)Q + Qf~(x) < —ci.
(iv) L is C~, and L and its derivatives of all orders are of polynomial

growth. -

Then (2) is true for any positive integer n.

The assumptions of the theorem guarantee the existence of a unique
ergodic measure js~. This has been shown in [3] where condition (CO) is
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78 CHARLES HOLLAND

defined. Assumption (iii) implies exponential asymptotic stability of the
corresponding deterministic system with £ = 0. It would be interesting to see
if this assumption could be weakened tof~’(0)Q + Qf~(O) < — CI and global
asymptotic stability of the deterministic system. An example in [1] shows
that (iii) cannot be replaced by global asymptotic stability of the deter-
ministic system alone.

The constants bk can be found by solving linear algebraic equations
with coefficients involving the partial derivatives of f and L evaluated at
the origin. The details of this procedure are discussed in [2], where we
considered the two-dimensional system

d~1 = ~2 dt, d~2 = —~~~2 — ~~ — sin 
~ 

dt + (~~ ) 1I2 dw(t), (3)

which arises from the formal equation

~ + 4~ + 2~ + sin ~ = (2s)112~ (t). (4)

Simple calculations show that

f x i2dpe(x)~~~~~+~~~~+ 0(e2), (5)

and

f x 14 d~ (x) = ~~~~~ + o(~9. (6)

For this example the density of the ergodic measure can be calculated
explicitly. The quantities on the left-hand sides of (5) and (6) can then be
approximated by a numerical integration procedure.

Ergodic control problems. Let Y°(x) be the optimal feedback control
in the infinite-time deterministic control problem. Suppose that with use of
Y° the state equations and cost function for the control problem are such

p that the theorem is satisfied. Then use of Y° in the corresponding ergodic
control problem (minimization of the cost function with respect to the
resulting ergodic measure) yields a cost of d~ + o(c) for some constant d.
Under certain assumptions one could expect that the’optimal cost would
also satisfy ds + o(s). Then Y° would be a reasonably good suboptimal
control in the ergodic problem for sufficiently small s. In those cases one
would like to have an effective method of computing Y° or some approxi-
mation to Y° that yields the expansion d~ + o(e).
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SMALL NOISE ERGODIC DYNAMICAL SYSTEMS 79

Wonham and Cashman [5] used statistical linearization as a technique
for determining a suboptimal control. Recently, Lasry [4] has studied
ergodic problems under assumptions that included periodicity of the state
equations and cost function in the state variables. The above approach is
not valid for these problems since the deterministic system with use of Y°
will not be globally asymptotically stable.
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Chapter 3: EVOLUTIONARY EQUATIONS

“Pointwise Degeneracy” for Delay Evolutionary
Equations

P I E R R E  CH A R R I ER
U.E.R. de Mathématiques et In! ormati que
Université de Bordeaux, Talence, France

I. Introductio n

A well-known property of linear differential systems in R” is that the set
of values of all solutions at a given time t is Il” itself. This property does
not extend to delay differential systems. There exist systems with lag for
which the set of values of all solutions is a proper subspace of R” (for
some time t). They are called “pointwise degenerate.” They were studied
first by Popov [1], and then by other authors, for instance, Asner and
Halanay [2], Charrier and Haugazeau [3], Choudhury [4], and Kappel [ 5] .

Our goal here is to look at this property in infinite-dimensional spaces
(see Charrier [6]). H will be a separable Hilbert space; we denote by ( ‘  ),,
the scalar product . T( t) is a bounded, strongly continuous semigroup on H
and A is its infinitesimal generator, wit~ Jomain D(A) . For some important
examples (see Example 1) the “attainable set” 2t(t) = {T(t)y o l yo e D(A)}
is dense in H. In any case, is it possible to find a perturbation By(t — h)
such that for the delay equation

• 
~~~

- y( t )  = Ay(t) + By(t —

y(O) = y~; y (0) = ‘1(O), 0€ [—h , 0], (1)

the “attainable set” is a proper subset of H?

II. Trans formation of the Problem.
A Necessary and Sufficient Condition

We choose to work with compact operators B. The initial data 1 are
assumed to be continuously differentiable from [ — h, 0[ into H. Then we
can prove (see Kato [7]) existence and uniq ueness of a solution for (1).
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Definition 1. Equation (1) is said to be “ pointw ise degenerate ” at t ime
t1 with respect to vectors qj of H (.1 = 1, 2, . . .,  p) if every solution of (1)
satisfies

(q~, y(tl))H = 0, j  = 1, 2, . . . ,  p.

Remark. As in finite dimensions it is easy to see that if an equation is
“pointwise degenerate” at time t1, it remains “pointwise degenerate” at
every time t � t1. Because of the continuity of y, the set of degeneracy is a
closed interval [t0, + co[. For simplicity we study systems for which
degeneracy occurs at time 2h. Let us define

Y(t)  = [y(t + h)J ’ t € [0, h] . (2)

Following the method proposed in Charrier and Haugazeau [3] one can
prove that to every solution y of (1) there corresponds a solution of

dY(t)/ dt = d Y(t)  + ~~IP(t), (3)

Y(0) = 112~j~ 
Y(h) = 

iy
Y

(~2!~) j ,  (4)

and conversely, where d is the infinitesimal generator of a semigroup .~T(t)
bounded, strongly continuous on H x H, and represented by the matrix of
operators

d = I BA 

~
J,

~ is a compact operator on H x H defined by

and i~’(t) = D(’ — h) . -

Therefore , Eq. (1) is “pointwise degenerate” with respect to the vectors
qj at time 2h if any solution of (3) and (4) sat isfies

([0J ~ Y(h)) =0.
q1 H x H

In Eq. (3), ~ occurs as a control. We obtain a condition of degeneracy as a
consequence of the controllability properties of this infinite-dimensional
control system. We shall denote by ~ (h) the reachable set of the control
system (3) starting from the null initial condition. Equation (3) is said to be
completely controllable if ~ (h) = H x H. If ~ (h) is not dense we shall call
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~9(h) 1 the supplementary space of c~( h) in H x H and P (respectively, P’)
the orthogonal projection on i~ (h) [resp. ~ ( h) 1] .

Lemma 1. Problem (3), (4) has a solution only if (y(0), y(h), y(2h)) e H 3

belongs to the kernel of application L : H3 —p

(y(0) , y(h), y(2h)) —‘ P’ — P ’~~(h) (Y~~~.

Now let us define the application G:

[ (q i,  y( 2h)) H
H3 —* LJ~”, (y(O), y (h),  y (2h))  —+

[ ( q ~, y( 2 h)) H

Proposition 1. Equation (1) is “pointwise degenerate” with respect to
vectors q

~ 
at time 2h iff (i) P’ ~ 0, (ii) ker L c ker G.

To prove this proposition we use Lemma 1 and the definition of Y as in
charrier and Haugazeau [3, Theorem 2].

this NASC can be stated without difficulty at time kh (for any positive
integer k), but it is clear that such a condition cannot lead us to an algebraic
condition as in finite dimensions. So we need sufficient conditions that will
be useful for further applications. -

Ill. Sufficient Conditions. Examp le

Proposition 2. Suppose that q
~ 
belongs to D(A*), j  = 1, 2, ..., p. If there

exists a compact operator Z from H into H with range in D(A) such that

(i) ZB=Oand B = A Z — ZA,
(ii) T(h)* qj = Z*qj , f  = 1, 2, ..., p, and Z*T(h)*qj = 0, j  = 1, 2, ..., p.

Then Eq. (1) is “pointwise “degenerate” with respect to vectors qj at time
2h.

The idea of the proof is that the uncontrollable part of (3) is isomorphic
to H and satisfies the equation

w(t) = Aw (t)  with w(t) = y( t )  + Zy (t — h).
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